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Abstract—A major concern in designing sensor networks is the
deployment problem. However, establishing an efficient algorithm
for the real-world deployment problem is challenging due to
three issues, which are 1) the realistic mixed-integer nonlinear
programming problem (MINLP) with mixed-variable; 2) the
combinatorial subset selection problem; and 3) the expensive
computational cost for fitness evaluation in the 3-D coverage
problem. Therefore, this paper addresses these challenges and
proposes a surrogate-assisted hybrid metaheuristic for mixed-
variable 3-D deployment optimization of directional sensor net-
works (DSNs). First, an MINLP with flexible coordinate trans-
formation technique and an efficient mixed-variable encoding
scheme are introduced to model and represent the problem. We
propose hybrid metaheuristic which applies two reproduction
methods respectively for discrete and continuous variables. Sec-
ond, we design sparse population-based incremental learning (s-
PBIL) to handle inherent subset selection problem. s-PBIL could
accurately learn the required information, and automatically
learn a sparse distribution. Third, a mixed-variable surrogate
with unifying space under Bayesian model management is incor-
porated to reduce the expensive computational cost. Experiment
results on real-world deployment scenarios scaling from small-
size to large-size show the effectiveness of the proposed algorithm.

Index Terms—Hybrid metaheuristic, mixed-variable, 3-D de-
ployment, directional sensor networks (DSNs), sparse population-
based incremental learning (s-PBIL), surrogate.

I. INTRODUCTION

Sensor networks consist of many interconnected sensor
nodes that can sense, measure, and gather information about
their surrounding environment [1], [2]. A major concern in
designing sensor networks is the deployment problem. Fre-
quently, masses of real-life applications call for a practical
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issue: how to deploy a set of directional sensors in finite
candidate positions under 3-D realistic scenarios, to optimize
the performance indicator of interest? Take an example, in
the defensive scenario, commanders tend to deploy radars in
several candidate positions, to monitor the incoming targets
[3]. Another example in civilian illustrates the requirement
of determining optimal camera placement to achieve angular
coverage continuously over a given region [4].

3-D deployment 
of DSNs

Surrogate-assisted 
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Fig. 1. Motivations and contributions of this paper, which incorporates three
techniques to address three challenges in 3-D deployment optimization of
DSNs.

The above issue sheds light on the requirement of realistic
mathematical models and efficient optimization approaches1.
Table I summarizes the reviewed literature of high quality
on the sensor networks deployment problem. We recap these
previous works in Section II in detail. However, there are
at least the following challenges in three aspects. First, 3-
D deployment optimization of directional sensor networks
(DSNs) consists of different variable types. Most of the
literature considers the continuous deployment space, in which
the sensors can conduct arbitrary movement. While in real-
life, a set of sensors may select their positions in finite can-
didate positions [3], incurring relatively challenging discrete
optimization. What is more, the discrete part is coupled with
the optimization of continuous parameters (i.e., configurations
of sensors), resulting in a hard optimization problem. This

1In this paper, we use the approach and the algorithm interchangeably.979-8-3503-9352-1/23/$31.00 © 2023 IEEE
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TABLE I
COMPARISON OF EXISTING SOLUTIONS TO THE SENSOR NETWORKS DEPLOYMENT

Reference Dimension Sensing Model Deployment Space Solution Method
MINLP Hybrid

Formulation? Algorithms?

[5] 2-D Probabilistic, Omnidirectional Continuous Virtual Force Algorithm (VFA) – –

[3] 3-D Probabilistic, Omnidirectional Discrete LINGO Solver – –

[6] 3-D Binary, Omnidirectional Continuous Improved PSO – –

[7] 3-D Probabilistic, Directional Continuous SA, L-BFGS, CMA-ES, etc. – –

[8] 2-D Probabilistic, Omnidirectional Continuous d-PSO – –

[9] 2-D Binary, Omnidirectional Discrete MOEA/D " –

[10] 3-D Binary, Directional Continuous Distributed Parallel MOEA – –

[11] 2-D Binary, Omnidirectional Continuous Memetic Algorithm (MA) – –

[12] 3-D Probabilistic, Directional Discrete Multi-objective GA " –

[13] 2-D Probabilistic, Omnidirectional Continuous Multitasking Co-evolutionary PSO – –

This paper 3-D Probabilistic, Directional Discrete Hybrid: s-PBIL + SLPSO " "

SA: Simulated Annealing; L-BFGS: Limited-memory Broyden-Fletcher-Goldfarb-Shanno; CMA-ES: Covariance Matrix Adaptation Evolution Strategy;

MOEA/D: Multi-objective Evolutionary Algorithm based on Decomposition; SLPSO: Social Learning Particle Swarm Optimizer.

mixed-variable characteristic calls for an efficient hybrid meta-
heuristic algorithm [14]. Second, the inherent subset selection
problem (i.e., deploying a set of sensors in finite candidate
positions) is hard for conventional evolutionary algorithms.
Classical reproduction schemes, such as uniform crossover in
genetic algorithm (GA) and velocity update scheme in particle
swarm optimization (PSO) [15], can easily destroy the fixed-
size and sparse subset pattern and are not desired. Third, the
fitness evaluation for the coverage problem under the realistic
sensing model and 3-D environment is computationally expen-
sive (i.e., the calculation of line-of-sight in target coverage),
making the optimization efficiency low.

This paper addresses these challenges with proposed tech-
niques. The motivations and major contributions of this paper
are summarized and justified as Fig. 1.

First, we formulate a mixed-integer nonlinear programming
problem (MINLP) and introduce a flexible coordinate trans-
formation technique to efficiently model realistic sensors. We
then customize an efficient mixed-variable encoding scheme
to represent the optimization problem. Binary coding and real
number coding are employed for discrete part and continuous
part, respectively. Furthermore, we propose hybrid metaheuris-
tic which applies two reproduction methods respectively for
discrete and continuous variables. Second, sparse population-
based incremental learning (s-PBIL) is customized to handle
subset selection problem. s-PBIL tries to sample while learning
from good solutions and construct a probability model for
discrete variables. Different from raw PBIL [16], s-PBIL could
accurately learn the required information and automatically
learn a sparse distribution. Third, a mixed-variable surrogate
with unifying space under Bayesian model management is
incorporated to reduce the expensive computational cost in
optimizing 3-D deployment of DSNs.

With the above analyses and techniques, we obtain a
surrogate-assisted hybrid metaheuristic for mixed-variable 3-D

deployment optimization of DSNs. Experiment results on real-
world deployment scenarios scaling from small-size to large-
size show the effectiveness of the proposed algorithm.

The rest of this paper is organized as follows. The next
Section summarizes related work. Section III and IV describe
the mathematical modelling and optimization algorithms, re-
spectively. Section V presents and analyses the experimental
results. Section VI concludes this paper and discusses some
open issues.

II. RELATED WORK

Various optimization approaches are employed to tackle the
deployment problem of sensor networks. Table I summarizes
the reviewed literature of high quality on the sensor networks
deployment problem.

The components of sensor networks deployment mainly
include dimensions of deployment space, sensing model,
continuity of deployment space, and solution methods, as
shown in Table I. Different components result in various
formulations, such as continuous optimization, combinatorial
optimization, and MINLP in this paper. Various formulations
call for suitable solution methods. Since the deployment
problem in sensor networks is NP-complete [17], heuristic and
evolutionary approaches are designed to crack this hard nut.
Virtual Force Algorithm (VFA) and its variants are used as
a sensor deployment strategy [5], [18]. Akbarzadeh et al. [7]
first develop a probabilistic sensing model with line-of-sight
based coverage to tackle the sensor placement problem. Sev-
eral optimization schemes are introduced, including Simulated
Annealing (SA), Limited-memory Broyden-Fletcher-Goldfarb-
Shanno (L-BFGS), and Covariance Matrix Adaptation Evolu-
tion Strategy (CMA-ES). Acting as an efficient optimizer for
continuous optimization problems, PSO [19] is widely used
in the continuous deployment space. Ding et al. [8] propose
a disturbance PSO (d-PSO) with a Gaussian perturbation to

Authorized licensed use limited to: Nanchang Hangkong University. Downloaded on November 01,2023 at 15:32:12 UTC from IEEE Xplore.  Restrictions apply. 



update the velocity, which shows fast convergence. Lian et
al. [6] present a method for 3-D deployment optimization of
sensor networks based on an improved PSO algorithm. Wang
et al. [20] utilize improved PSO based on the resampling
technique named resampled PSO (RPSO) to solve the coverage
problem of sensor networks in the Internet of Things (IoT).
Memetic Algorithm (MA) [11] is also applied to solve the
deployment problem. A recent work [13] investigates an
efficient co-evolutionary PSO with evolutionary multitasking
(EMT) for stochastic area coverage of heterogeneous sensors.

We remark that Zhang et al. [9] formulate an MINLP,
which considers limited-power sensors with adjustable ranges
deployed along a linear domain to form a barrier to detect
intruding incidents. MOEA/D framework as well as local
search with problem-specific knowledge is employed to solve
the problem. However, this paper oversimplifies the sensing
model (i.e., binary and omnidirectional) and does not uti-
lize the mixed-variable algorithm. Saad et al. [12] recently
revisit the 3-D sensor networks deployment problem while
considering realistic assumptions regarding the modelling of
both sensors and the environment. A multi-objective genetic
algorithm endowed with new adaptive and guided genetic
operators is applied. However, this paper also differs from
our work in two aspects. On the one hand, Saad et al. do not
consider fixed-size subset selection problem, while considering
the number of sensors deployed as an objective. It is friendly
to GA operators. On the other hand, they do not introduce
the mixed-variable scheme, while using binary coding for
continuous variables. Due to the limitation of the length of the
binary string, the performance of binary-code GA deteriorates
when solving more precise problems [21].

III. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we introduce the deployment space and
customized probabilistic directional sensing model. We also
formulate the target coverage problem and make a preliminary
analysis of it.

A. Deployment Space

This paper focuses on discrete deployment space. We first
discretize the deployment space via grid points. Suppose we
have 50km × 50km deployment space and discretize it with
1km resolution, there will be total of 2,500 grid points (x, y).
Each grid point corresponds with a height value z. Thus, many
(x, y, z) pairs formulate a 3-D matrix which is usually called
the Digital Elevation Model (DEM).

However, in real-world scenarios, not all these grid points
can be deployed with sensors. Lakes and steep hills are not
friendly to the deployment issue. What is more, sometimes on
the battlefield, sensors (i.e., radars) are deployed in several pre-
constructed positions, which are carefully selected and could
receive stable support [3]. Thus, the available deployment
points are reduced to Z, the size of which is less than 2,500.
If we possess |S| sensors, the problem is converted to select
|S| points from Z for deployment. The dimension of Z is |Z|

and each dimension is a binary variable bj . If the j-th point
is selected to deploy a sensor, bj = 1; otherwise, bj = 0.

B. Sensing Model

To better describe real-world scenarios, probabilistic DSNs
is introduced in recent years [7], [10], [12], [22]. Unlike the
ideal binary and omnidirectional sensing model, the proba-
bilistic directional sensing model can better depict various
sensors and provide much flexibility. As shown below, the
binary and omnidirectional sensing model is a special case
of the probabilistic directional sensing model and could be
included.

Suppose a sensor node si and target point q, the coverage
probability P (si, q) of probabilistic directional sensing model
can be modelled as [12]

P (si, q) = µd(‖si−q‖)×µp(αpqi)×µt(αtqi)×v(si, q). (1)

We further define each term in Eq. (1) in detail.
1) The distance member function: µd(‖si − q‖)

µd(‖si − q‖) = 1− 1

1 + exp(−βd(‖si − q‖ − td))
, (2)

where ‖si−q‖ =
√

∆x2 + ∆y2 + ∆z2, ∆x = xq−xi, ∆y =
yq − yi, ∆z = zq − zi. The coordinate (xi, yi, zi) of sensor
si is determined by binary decision variable bj (i.e., the j-th
point) defined in Section III-A. The distance member function
is configured through two parameters βd and td.

2) The pan member function: µp(αpqi)

µp(αpqi) =
1

1 + exp(−βp(αpqi + tp))

− 1

1 + exp(−βp(αpqi − tp))
,

(3)

where αpqi = arccos(
y′i√

(x′
i)

2+(y′i)
2
) ∈ [0◦, 180◦]. x′i, y

′
i are

calculated based on coordinate transformation[
x′i
y′i

]
=

[
cos(θi) −sin(θi)
sin(θi) cos(θi)

] [
∆x
∆y

]
,

where θi is a continuous decision variable with range
of [−180◦, 180◦]. The pan member function is configured
through two parameters βp and tp.

3) The tilt member function: µt(αtqi)

µt(αpti) =
1

1 + exp(−βt(αtqi + tt))

− 1

1 + exp(−βt(αtqi − tt))
,

(4)

where αtqi = arctan(
z′′i√

(x′′
i )

2+(y′′i )2+(z′′i )2
) ∈ [−90◦, 90◦].

x′′i , y
′′
i , z
′′
i are calculated based on coordinate transformationx′′iy′′i
z′′i

 =

 cos(ϕi) sin(ϕi) 0
−sin(ϕi) cos(ϕi) 0

0 0 1

∆x
∆y
∆z

 ,
where ϕi is a continuous decision variable with range of
[−90◦, 90◦]. The tilt member function is configured through
two parameters βt and tt.
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4) Line-of-sight (LOS): v(si, q)
Considering a realistic 3-D environment, some targets inside

the sensor’s range can not be detected because of the shelter
from hills or buildings. Thus, we introduce a binary term
v(si, q) ∈ {0, 1} to represent the shelter. v(si, q) is calculated
via LOS algorithm similar in [7].

An example of a probabilistic directional sensing model is
presented in Fig. 2. We mention that the binary and omnidi-
rectional sensing model is a special case of the probabilistic
directional sensing model and could be included. We can
maximize βd, βp, and βt for the binary behaviour of the
sensor. We can set tp = 180 and td = 90 to achieve an
omnidirectional field of view.

Moreover, the coordinate transformation technique intro-
duced is flexible enough to allow parallel computing. To be
specific, for one sensor, all the target points can be processed
and treated as a batch. Then, the batch is calculated via
coordinate transformation in the matrix form. The matrix com-
putation can benefit from the underlying acceleration scheme
in simulation software (e.g., Numpy package in Python, Parfor
in Matlab).

C. Problem Formulation

Suppose we possess a set of sensors S, and si is one of
them. Therefore, each target point q is covered by multiple
sensors collaboratively. We define the collaboration of multiple
sensors as follows:

CPS(p) = P


|S|⋃
i=1

P (si, q)


= 1− P


|S|⋂
i=1

P (si, q)


= 1−

|S|∏
i=1

[
1− P (si, q)

]
. (5)

For a target set Q to be covered, in our settings, each target
q in Q is associated with a coordinate (xq, yq, zq) and a threat
value wq . Our objective in the deployment problem is to enable
sensors to better coverage target points, thus minimizing
the threat. To summarize, we formulate an MINLP model:

min
bj ,θi,ϕi

|Q|∑
q=1

wq

 |S|∏
i=1

[
1− P (si, q)

] (6)

s.t.

bj ∈ {0, 1}, θi ∈ [−180◦, 180◦], ϕi ∈ [−90◦, 90◦].

We can make a preliminary analysis that the decision
variables include both binary and continuous ones. To be
more specific, it is a subset selection problem coupled with
continuous optimization. Moreover, the objective function in
Eq. (6) is highly non-convex and nonlinear, which is computa-
tionally intractable for traditional solvers. To efficiently solve

this MINLP, we present a novel approach in the following
section.

Fig. 2. An example of a probabilistic directional sensing model. We generate
50×50×50 target points in a cube and deploy a directional sensor in the
coordinate (25, 25, 25). Its parameters are βd = 0.5, βp = 0.1, βt =
0.15, td = 35, tp = 50, tt = 80.

IV. PROPOSED ALGORITHMS

A. Overview of Proposed Approach

We overview the proposed approach in Fig. 3. Major
contributions are marked as bold. We detail three modules
with different colors in the following paragraphs.

Blue Module describes the mixed-variable encoding scheme
for MINLP and the flowchart of hybrid metaheuristic. An
efficient encoding scheme is the basis of the metaheuristic.
To handle MINLP, we apply binary coding for discrete part,
and real number coding for continuous part. An example is
given in Blue Module with 5 available candidate positions for
deployment (i.e., blue dots) and 2 sensors to be deployed.
The discrete variables encoding shows that the 2-nd and
4-th positions are selected for deployment (i.e., red dots).
Since there are 2 sensors in this example, the dimensions of
continuous variables are 2×2=4, where the first 2 dimensions
represent pan angles and the last 2 dimensions represent tilt
angles. Acting as an evolutionary approach, the proposed
hybrid metaheuristic first initializes the population (i.e., so-
lution pool), then iterates with reproduction, evaluation, and
selection until the stopping criterion is met. Reproduction
is conducted by s-PBIL and social learning particle swarm
optimizer (SLPSO) in parallel and alignment. SLPSO is a
widely used optimizer for continuous variables [23]. We select
it for its success in various applications [24], [25] and its
parameters efficiency.

Yellow Module specifies the design of the proposed s-PBIL.
s-PBIL tries to sample while learning from good solutions
and construct a probability model for discrete variables. s-
PBIL could accurately learn the required information, and
automatically learn a sparse distribution. We discuss s-PBIL
in detail in Section IV-B.

Green Module introduces the mixed-variable surrogate with
unifying space. The keys of surrogate design are the archi-
tecture of the surrogate model and the surrogate management.
First, we apply Gaussian Process (GP) as the base surrogate
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Fig. 3. Overview of the proposed approach. Blue Module describes the mixed-variable encoding scheme for MINLP and the flowchart of hybrid metaheuristic.
Yellow Module specifies the design of the proposed s-PBIL. Green Module introduces the mixed-variable surrogate with unifying space. Major contributions
are marked as bold.

model. However, GP always assumes that the input variables
are real-valued [26] which is computationally intractable for
mixed-variable. We utilize unifying space to handle this diffi-
culty. Then, we apply Bayesian model management, which can
also be treated as using an acquisition function for individual-
based model management in evolutionary optimization [27].
We define the acquisition function via lower confidence bound
(LCB). We discuss these issues in detail in Section IV-C.

B. s-PBIL

To handle subset selection problem (i.e., deploy a set of
sensors in finite candidate positions), we design s-PBIL. s-
PBIL tends to sample while learning from good solutions
and construct a probability model for discrete part. From the
perspective of learning a probability model, the key of our
proposed s-PBIL is two-fold
• Accurately learn the required information
• Automatically learn a sparse distribution

as shown via heatmaps in Fig. 4. We visualize and compare
the learned probability model by the proposed s-PBIL and
PBIL. We can see that the probability model in Fig. 4(a)
accurately learns the required information (i.e., 4 blue stripes)

and automatically learns a sparse distribution. The probability
model in Fig. 4(b) also reveals the 4 blue stripes, but its
distribution is not sparse.

We present the learning rules consisting of rectification
and mutation. Learning rules update the probability model
iteratively. The rectification is as follows

Pi ← Pi × (1.0− LR) + pi × LR (7)

where Pi denotes the value of i-th dimension of the probability
model. We treat each dimension independently in s-PBIL. pi
indicates the value of i-th dimension of extracted individuals
p in the parent. LR is the learning rate. Further, we generate
a random float number between 0 and 1. If the number is
less than the mutation probability MUTPROB , the mutation
is applied as

Pi ← Pi×(1.0−MUT )+random(0.0 or 1.0)×(MUT ) (8)

where Pi denotes the value of i-th dimension of the probability
model. random(0.0 or 1.0) denotes a generated random num-
ber which is 0 or 1. MUT indicates the amount for mutation
to affect the probability vector. Algorithm 1 summarizes the
detailed procedure of the proposed s-PBIL. s-PBIL outputs
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(a) Proposed s-PBIL (b) PBIL

Fig. 4. Comparison between learned probability models. Both heatmaps
represent 100-D probability models which are reshaped as 10×10. The darker
the color, the larger the value. Take a customized toy problem as an example,

max
x

f(x) =
10∑
i=6

xi +
24∑

i=20
xi +

58∑
i=54

xi +
100∑
i=96

xi, xi ∈ {0, 1}. It is not

difficult to derive that when f(x) reaches its optimum, the 6-D to 10-D, 20-D
to 24-D, 54-D to 58-D, and 96-D to 100-D should be value 1. We can see that
the probability model in (a) accurately learns the required information (i.e.,
4 blue stripes) and automatically learns a sparse distribution. The probability
model in (b) also reveals the 4 blue stripes, but its distribution is not sparse.

the updated probability model and the constructed discrete
part of offspring. Since s-PBIL learns an accurate and sparse
distribution, the decision maker could easily select a subset.

C. Mixed-variable Surrogate with Unifying Space
We recap that the keys of surrogate design are the architec-

ture of the surrogate model and the surrogate management. We
apply GP as the base surrogate model. However, GP always
assumes that the input variables are real-valued which is
computationally intractable for mixed-variable. To handle the
mixed-variable issue with GP, we incorporate a transformation
T (·) [26]. The input variables which correspond to a binary
integer-valued variable are rounded to the closest integer value
via T (·). The transformation is performed before computing
the covariance function K(·, ·), resulting in a new covariance
function K′(·, ·)

K′(xi,xj) = K(T (xi), T (xj)) (9)

where xi and xj represent input data points. After establishing
the mixed-variable surrogate utilizing GP with unifying space,
we specify the LCB as an acquisition function

LCB(x) = µ(x)− βσ(x) (10)

where x denotes an individual. µ(x) and σ(x) are the mean
and variance of the model at position x. β is a parameter
explicitly balancing the exploration and exploitation. When β
is small, solutions that are expected to be high-performing are
favored. On the contrary, when β is large, the exploration is
conducted on currently uncharted areas in the search space.

Based on the acquisition function, Bayesian model man-
agement calculates its value for each individual in the popu-
lation and chooses part of individuals with maximum values
for sampling (i.e., fitness evaluation using the real objective
function). In this way, the number of real fitness evaluation is
intelligently reduced and much computational budget is saved.
The individuals evaluated by real objective function are saved
into an archive dynamically. The GP model is retrained using
data in the archive in every given number of generations.

Algorithm 1: Proposed s-PBIL
Input: Hyper-parameters

{P, k, r, LR,MUTPROB ,MUT}, where P
denotes the population size, k indicates the size
of subset, and r denotes a ratio number;

Output: The updated probability model M , the
constructed discrete part of offspring.

1 Initialize a |Z| dimensions probability model M . The
value of each dimension is 0.5;

2 Sample P individuals as parent in probability M ;
// Extract desired individuals

3 for each individual p of parent, i = 1 to P do
4 Initialize a vector temp with |Z| dimensions. The

value of each dimension is 0;
5 Take the dimensions of value 1 in p, and set the

value of corresponding dimensions in temp as 1;
6 if the dimensions of value 1 in p are less than the

size of subset k then
7 Select the dimensions of value 0 in p with

larger indexes, until the number of selected
dimensions equals to k;

8 Set the value of corresponding dimensions in
temp as 1;

9 end
10 end
11 Evaluate and sort the parent in descending order (i.e.,

for min problem);
12 Extract the best br × P c individuals in parents as

learning samples;
// Learning Rules

13 for each individual p of extracted learning samples,
j = 1 to br × P c do

14 for each dimension i of M , i = 1 to |Z| do
15 Apply learning rules consisting of rectification

using Eq. (7) and mutation using Eq. (8);
16 end
17 end
// Sample Offspring

18 Sample the discrete part of offspring in updated
probability M ;

19 Return the updated probability model M , the
constructed discrete part of offspring;

V. EXPERIMENTAL STUDIES

In this section, we present and analyse the performance
of the proposed methods with extensive simulations. On the
one hand, we build real-world deployment scenarios, scaling
from small-size to large-size to compare several algorithms.
On the other hand, we verify the effectiveness and efficiency
of surrogate-assisted optimization.

A. Real-World Deployment Problem
The proposed approach is applied to solve a real-world

deployment problem. We apply an open-source2 DEM to

2The open-source DEM is acquired at https://earthexplorer.usgs.gov/.
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TABLE II
RESULTS OF THE COMPARISON ON THE OBJECTIVE VALUE UNDER DIFFERENT PROBLEM SIZES

Problem Size s-PBIL + SLPSO r-EDA + SLPSO Swap opt + SLPSO Random + SLPSO

Small-size 0.0807 ± 0.0125 0.1506 ± 0.0187 (+) 0.1014 ± 0.0054 (+) 0.1975 ± 0.0217 (+)

Medium-size 0.0534 ± 0.0094 0.1080 ± 0.0192 (+) 0.0816 ± 0.0149 (+) 0.1548 ± 0.0256 (+)

Large-size 0.0640 ± 0.0135 0.0962 ± 0.0089 (+) 0.0651 ± 0.0172 (≈) 0.1182 ± 0.0169 (+)

Remark: Mean ± Std, and the best performance are bold. ‘+’, ‘−’, and ‘≈’ indicate that

the results of the algorithm are significantly better than, worse than, and similar to the ones of s-PBIL + SLPSO

by Wilcoxon’s rank sum test with significance level 0.05.
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Fig. 5. A real-world deployment problem. (a) A 50×50km open-source DEM
discretized with 1km resolution. (b) Heatmap of threat values of targets. There
exist four hot spots: x = 15, y = 35 with σ = 7, x = 20, y = 15 with
σ = 2, x = 30, y = 10 with σ = 5, and x = 40, y = 30 with σ = 3.

conduct the simulation as shown in Fig. 5(a). The deployment
space is 50×50km. It is discretized with 1km resolution. We
employ a probabilistic directional sensing model which is
detailed in Section III-B. In our setting, we possess 10 sensors
in total. The parameters of each sensors are βd = 1, βp = 0.15,
βt = 0.15, td = 30, tp = 60, and tt = 60.

1) Problem size: We make a preliminary analysis in Sec-
tion III-C that the decision variables include both binary
and continuous ones. To be more specific, the deployment
problem is a subset selection problem coupled with continuous
optimization. Since the inherent combinatorial property of
subset selection is much more challenging and of our focus,
we discriminate the small-size from large-size problem via the
scale of subset selection problem. The details of the problem
size are as follows

• Small-size problem: We possess 25 randomly generated
candidate positions and 10 sensors.

• Medium-size problem: We possess 64 randomly gener-
ated candidate positions and 10 sensors.

• Large-size problem: We possess 100 randomly generated
candidate positions and 10 sensors.

2) Targets generator: Target set Q denotes the coverage
requirements, in which each target q is associated with a co-
ordinate (xq, yq, zq) and a threat value wq . Since we consider
a 3-D realistic scenario, we divide the space into 3 different
levels with heights of 2km, 10km and 20km similar to [6].
The corresponding weights of 3 levels could be customized,
while we define 1.0, 1.0, and 1.0 in this paper.

Further, we generate targets for each level similarly. In

the real-world, there exist several important places such as
command centres, transportation stations, and bridges. We
treat them as hot spots. If a target is close to a hot spot, its
threat value should be larger. To reasonably set their threat
values, we introduce modified Gaussian distribution

t(d) =
1√
2π
exp

(
− d2

2σ2

)
, (11)

where d denotes the Euclidean distance between a target and
a hot spot. σ denotes the importance of a hot spot. A larger σ
indicates a more important hot spot. Several hot spots generate
a joint distribution and reveal a heatmap of threat values, as
shown in Fig. 5(b).

In each height level, we sample 100 targets that are evenly
spaced. Therefore, the target set Q contains 300 incoming
targets in total. We note that the number of targets does
not have an adverse effect on the deployment approach, but
the computational time needed for the deployment increases
proportionally with more targets. We show the computational
time and introduce a surrogate-assisted scheme to alleviate the
low optimization efficiency with more targets in Section V-E.

B. Algorithms setting

The population size P and the iteration number are set
to 200 and 50, respectively. The last term in SLPSO repre-
senting learning from collective behaviour is not included for
parameter efficiency in this paper. Latin-hypercube sampling
[28] is used to initialize the population for SLPSO. The ratio
r is set according to a self-adaptive mechanism, which is
r = P−

1
2 = 200−

1
2 ≈ 14

200 empirically. The learning rate
LR, the mutation probability MUTPROB , and the amount for
mutation MUT are set to 0.3, 0.1, and 0.05, respectively. GP
incorporated in this paper is implemented based on SMT 2.0
[29] and its initial θ is set as 0.1. We conduct 10 independent
runs and collect statistical results for each algorithm.

C. Comparison algorithms

We compare the proposed approach with three algorithms.
We note that the settings of SLPSO are the same. The details
of the compared methods are as follows
• Random + SLPSO: The positions of sensors are randomly

selected in finite candidate positions. The other parameter
settings are the same as the proposed approach.
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Fig. 6. Convergence profiles of the proposed approach and three comparison algorithms under different problem sizes.
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Fig. 7. Solution quality of the proposed approach and three comparison algorithms under different problem sizes.

• Swap opt + SLPSO: We also design an efficient heuristic
approach swap opt to handle subset selection problem.
The swap opt algorithm first randomly initializes a subset
of size k in binary coding and then applies two strategies
to improve the solution. The first strategy is to swap two
positions iteratively, while the second strategy shifts the
binary coding one bit to the right with a probability of 0.1.
A population is maintained and the elitist is kept during
the iterations. The other parameter settings are the same
as the proposed approach.

• r-EDA + SLPSO: Inspired by [30], we customize roulette
estimation of distribution (r-EDA) to solve subset selec-
tion problem. In each iteration, the learned probability
vector is normalized via the sum of all values. Subse-
quently, a k-spins roulette wheel is used to select a subset
of size k. The other parameter settings are the same as
the proposed approach.

D. Experiment results

Fig. 6 presents the convergence profiles of the proposed
approach and three comparison algorithms under different
problem sizes. All subfigures presented in Fig. 6 show that
the proposed approach outperforms compared schemes. The
proposed method can converge faster and find solutions of
better quality. Further, Table II and Fig. 7 show the statistical
results of algorithms. We can observe that s-PBIL achieves
the best average objective values under three problem sizes.
The average values of Swap opt under large-size problem is
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Fig. 8. More targets (i.e., 1,875 targets) in the small-size scenario.

relatively close to the values of s-PBIL. However, s-PBIL still
gains improvement and achieves a low standard deviation.

E. Surrogate-assisted optimization with more targets

Fig. 8(a) shows the time for evaluating one solution versus
the number of targets generated. We can see that the computa-
tional time needed for the deployment increases proportionally
with more targets. If we have more targets, a larger population
and more iterations, the optimization efficiency is insufficient
for timely decision-making. We present a surrogate-assisted
scheme to alleviate the low optimization efficiency with more
targets (i.e., 1,875 targets generated in the small-size sce-
nario). Fig. 8(b) shows that the mixed-variable surrogate under
Bayesian model management converges to a better solution in
the same number of real fitness evaluation. It converges slower
in the previous step since the mixed-variable surrogate with
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unifying space is trained via initial low-quality individuals to
depict the optimization landscape.

VI. CONCLUSION

In this paper, we present a surrogate-assisted hybrid meta-
heuristic for mixed-variable 3-D deployment optimization of
DSNs. In detail, hybrid metaheuristic for mixed-variable, s-
PBIL, and mixed-variable surrogate are designed for deal-
ing with realistic MINLP model, subset selection, and the
expensive computational cost. Experiment results show the
effectiveness of the proposed algorithm.

In the future, the deployment problem in this paper could be
enriched and benchmarked as a real-world expensive mixed-
variable test suite. Since there exist various off-the-shelf tech-
niques for continuous optimization, we focus more on efficient
subset selection algorithms and surrogate-assisted schemes for
high-dimensional problems [31]. The proposed s-PBIL and
several comparison schemes could also provide the opportu-
nity for the feature selection problem in the Machine Learn-
ing community [32]. In addition, the proposed approaches
are potential for tackling real-world tasks, such as military
surveillance [33] and smart city [34], [35] applications.
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