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Abstract
Station autonomous computer system is the core of the centralized traffic control
(CTC) system. The working mode is dual computer hot standby, and its relia-
bility is very important. Due to the dynamic and fuzzy issue with the reliability
analysis of station autonomous computer system, a reliability analysis method
is formulated based on fuzzy dynamic fault tree (DFT) and Markov model.
First, the structure and working principle of the dual computer hot standby
autonomous computer system and the double 2-vote-2 autonomous computer
system are analyzed, and two autonomous computer systems based on DFT are
formulated. Then, the failure rates and the fault detection probabilities are con-
sidered as fuzzy variables and represented as triangular fuzzy variables. The
fuzzy state transition matrix of the system is obtained by conversion of DFT to
the Markov model. Finally, the fuzzy reliability of the system is calculated by
Laplace transform. Simulation results show that the reliability of the dual com-
puter hot standby autonomous computer system is higher than that of the double
2-vote-2 autonomous computer system. Besides, the reliability of the hardware
system is not only related to the structure of the system, but also affected by the
uncertain unit failure rate, fault detection probabilities, and so on.

K E Y W O R D S

dynamic fault tree, fuzzy set theory, Markov model, reliability, station autonomous computer
system

1 INTRODUCTION

The station autonomous computer system is the special computer system for processing train schedules, executing route
control, handling station interfaces information, automatic train tracking, and so on, in centralized traffic control (CTC)
system. Dual computer hot standby is generally used. When route assignment, route trigger, and so on, are implemented
in the railway station, it should be confirmed that only one autonomous computer is used at a time; thus uniqueness is
ensured for the commands to the controlled object.1 Therefore, the reliability of the station autonomous computer system
and the switching unit for the dual autonomous computer should be confirmed.

Dual computer hot standby means that two computers are used to back up each other and perform the same service
together for important services. When the primary module breaks down, the spare unit automatically takes over the tasks

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2021 The Authors. Engineering Reports published by John Wiley & Sons Ltd.

Engineering Reports. 2021;e12376. wileyonlinelibrary.com/journal/eng2 1 of 14
https://doi.org/10.1002/eng2.12376

https://orcid.org/0000-0002-7319-1878
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1002%2Feng2.12376&domain=pdf&date_stamp=2021-02-03


2 of 14 YAN et al.

without human intervention, which ensures continuous services from the system.1 In terms of reliability, dual computer
hot standby system has incomparable advantages over the single-machine system, and is widely applied in many fields,
for example, industry, agriculture, transportation, information, and so on.2-6

System reliability measures the ability or probability of the system to complete the specified function within the speci-
fied time and under the specified working conditions. With the rapid progress of science and technology, the composition
of the system becomes more complex, which brings a lot of problems related to reliability. Therefore, an efficient analysis
to evaluate the behavior of complex systems is necessary. Fault tree and Markov models are then commonly used methods
for reliability analysis.7,8 Fault tree analysis uses the graphical representation to describe the logical relationship between
top and lower level events. It is intuitive and logical, but the disadvantage is that it is difficult to model the dynamic ran-
dom fault effectively.9 The reliability model established by the Markov model using system state and the state transition
can comprehensively describe the dynamic actions. However, the number of states in the Markov model increases expo-
nentially as the number of basic events increase, which makes the model difficult to solve.10 Therefore, based on the two
advantages above, the Markov chain’s reliability model is constructed by the dynamic fault tree (DFT), and it has recently
become a research hotspot for reliability modeling and analysis of complex systems.11,12

In order to introduce the Markov chain into reliability modeling in the station autonomous computer system, the
component failure rates and the fault detection probabilities should be considered first. However, because of imprecise
measurements, personal judgments, and so on, these parameters in the station autonomous computer system tend to have
strong ambiguity. In order to deal with the dynamic and fuzzy issue of the station autonomous computer system, a relia-
bility analysis method is formulated based on the fuzzy DFT and the Markov model. The method quantitatively measures
the reliability of the station autonomous computer system with different structures. We summarize our contributions as
follows:

1. The reliability models of station autonomous computer system with two types: the dual computer hot standby
autonomous computer system and the double 2-vote-2 autonomous computer system are proposed and compared.

2. The fuzzy DFT is used to describe the system reliability models by conversion to the Markov models.

The rest of this article is organized as follows. The related works are given in Section 2. In Section 3, the structure of
the station autonomous computer system is analyzed. Section 4 describes the technical background of the fuzzy DFT. The
reliability modeling of the station autonomous computer system is proposed in Section 5. Section 6 shows the obtained
case studies. Section 7 gives the conclusions and future works.

2 RELATED WORKS

In railway transportation, reliability is a very important issue for train operations. Therefore, the redundant structure is
often used to improve the reliability of the systems. Hu et al.13 compared with the application of the traditional turnout
driving system and proposed that the hardware redundancy control system would be the direction of the control system
in the future. Wang et al.14 proposed a new strategy of hot standby switching for railway signaling equipment by using
synchronization and malfunction comparison. Wang et al.15 proposed the realizable scheme of the hot standby for CTC
based on the basic principle and priority of failover. All of the above works analyzed the systems using qualitative methods.

As for quantitative analysis, Kumar et al.16 proposed a fault-tolerant and fail-safe node with transputers for a local area
network used in distributed railway signaling systems. Kim et al.17 designed a double 2-vote-2 system based on MC6800
and can be applied to embedded control systems like airplanes and high-speed railway systems. Markov model is also
used for reliability analysis. Yan et al.18 analyzed the reliability of two dual computer hot standby architectures widely
used in the railway signaling system using the Markov model. Wen et al.19 proposed the isomorphic Markov model of
dual computer hot standby system with different structures considering the common-cause failure, online diagnosis, and
multi-failure modes in the railway signaling system. Liu et al.20 analyzed the reliability of dual computer hot standby
computer-based interlocking control system based on the on-site practical situation. Li et al.21 established a DFT analysis
model of the probability of falling danger and probability of falling safety for dual computer hot standby and double
2-vote-2 computer-based interlocking systems.

Generally speaking, the current research on dual computer hot standby in railway systems mainly focused on signal
communication and computer-based interlocking systems. There are few works on the station autonomous computer sys-
tem, especially the structure and reliability analysis of the station autonomous computer system, which is still at the stage
of exploration. Besides, the uncertainty of the failure rate for the station autonomous computer system is not considered.
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3 ANALYSIS OF THE STRUCTURE OF STATION AUTONOMOUS
COMPUTER SYSTEM

The dual computer hot standby system consists of two identical autonomous computer operation modules and a switch-
ing unit. The system adopts dual redundancy to work cooperatively with the external device. Usually, two autonomous
computer operation modules work simultaneously: dealing with the same data and accomplishing the same tasks. The
switching unit will assign one of the two autonomous computer operation modules as the primary module. When the
primary module fails, the other autonomous computer operation module (standby module) will switch to the primary
module by the switching signal from the switching unit. Therefore, normal operation is ensured. The structure of the
dual computer hot standby autonomous computer system is shown in Figure 1. Each autonomous computer operation
module contains a unique processor, drive, and acquisition control system. The module also has a self-diagnosis function
that can detect faults.

The double 2-vote-2 autonomous computer system consists of two comparison subsystems for “double” and two oper-
ation modules with the same task in a comparison subsystem for “2-vote-2.” Once the operation results of the autonomous
computer operation modules are different, the system will give a warning of “error” and refuse to output the instruction
information. The double 2-vote-2 autonomous computer system structure is shown in Figure 2, in which most of the
comparators are customized or semi-customized devices with good reliability.22

The switching units in Figures 1 and 2 consist of two separate switching plates and a set of safety mutex relays. It
mainly performs communication and hot standby switching between two autonomous computer operation modules or
two comparators and channel switching of interface devices. Due to the safety mutex relays, the states of relays collected
simultaneously by two autonomous computer operation modules or two comparators must be mutually exclusive, which
avoids two primary modules as a result.

F I G U R E 1 The structure of dual computer hot standby
autonomous computer system

F I G U R E 2 The structure of double 2-vote-2
autonomous computer system
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We have the following assumptions for analyzing the system:

1. The failure rates and fault detection probabilities of the operation module belong to the same fuzzy variables, 𝜆 and c,
respectively.

2. All the operation modules are at the normal state at the beginning.
3. We do not fix the system after its failure.
4. We consider that the switching units and the comparators have good reliability.

4 TECHNICAL BACKGROUND

4.1 Basic events and gates for static fault trees

Fault trees are directed acyclic graphs with different types of nodes (AND, OR, etc.).23 Nodes without children are basic
events (BEs, Figure 3(A)). Each BE may fail according to the failure rate. A fault tree consists of BEs and gates. A gate
fails if its children hold the failure condition.

In static fault trees (SFTs), the voting gate (VOTk) denotes that it fails if more than its k children have failed. As a
result, a VOT1 gate equals an OR gate, and a VOTk gate with k children equals an AND gate.

4.2 Dynamic fault trees and dynamic gates

The fault-tree model in the traditional fault-tree analysis cannot capture the sequence dependencies in the system.7,24

DTF extends the traditional one by adding four dynamic gates, which are the priority AND (PAND) gate, the sequence
enforcing (SEQ) gate, the functional dependency (FDEP) gate, and the spare (SP) gate.24-26

PAND gate

PAND gate (Figure 3(E)) extends the AND gate by an additional condition. For an output event (G) and two input events
(A and B), G occurs only when both A and B occur, and A occurs before B.

(A) Basic event. (B)VOTk gate. (C) OR gate. (D) AND gate. (E) PAND gate. (F) SEQ gate. (G) FDEP gate.

(H) SP gate.

F I G U R E 3 Node types in (A)–(D) static and (all) dynamic fault trees
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SEQ gate

SEQ gate (Figure 3(F)) consists of several input events (A, B, and C) and an output event (G). Other than the PAND gate,
the SEQ gate forces its inputs to fail based on a particular order:10 G occurs only when A, B, and C occur in order.

FDEP gate

FDEP gate (Figure 3(G)) consists of one trigger-input event (T), one independent output event (G), and several depen-
dent events (A, B). When T occurs, the output event occurs, and the dependent events are forced to occur. Besides, the
occurrence of any dependent events does not affect the trigger event.10

SP gate

SP gate (Figure 3(H)) consists of an output event (G), a primary module (A), and several standby modules (spares). When
a primary module (component) A fails, it can be substituted by spares S1 and S2. In other words, event G occurs when A,
S1, and S2 fail. According to the switching relationship of the primary and standby modules, the SP gate can be divided
into three types: cold spare gate (CSP), warm spare gate (WSP), and hot spare gate (HSP).27

As a supplement for the primary module in a CSP, the standby modules are not powered until they replace the primary
modules when a fault occurs. However, in a WSP, the standby modules are powered initially (warm standby state) with a
failure rate. The failure rate is less or equal to that when a faulty module is replaced. In an HSP, it is a special case compared
to WSP that the failure rate of a standby module remains the same in the warm standby state and working state.27

4.3 The conversion of dynamic gates to Markov model

To calculate the reliability of the system, the dynamic gates could be converted to the corresponding continuous time
Markov chain.24,28-30 That is, consider possible combinations of input events as basic states of the Markov model, and use
the failure rate as the state transition rate of the Markov model. Then, we can calculate the reliability curves.

The conversion of PAND gate

Figure 4 shows the conversion of the PAND gate, where “00” denotes the normal states of the input modules A and B. “10”
denotes that A fails and B continues to work. “01” denotes that modules B fails and A continues to work. “11” denotes
that both modules A and B fail. “Fa” denotes that the output event G occurs and the system fails. 𝜆A and 𝜆B denote the
failure rate of the modules A and B. “Fa” occurs only when the transition state “00” to “10” and “10” to “Fa”.

The conversion of SEQ gate

Figure 5 shows the conversion of SEQ gate, where 𝜆C denotes the failure rate of input module C. “000” denotes the input
modules A, B, and C are in normal states. The meaning of the other states is similar to Figure 4.

F I G U R E 4 PAND conversion to Markov model
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F I G U R E 5 SEQ conversion to Markov model

F I G U R E 6 FDEP conversion to Markov model

(A) CSP conversion to Markov model. (B) WSP conversion to Markov model. (C) HSP conversion to Markov model.

F I G U R E 7 SP conversion to Markov model

The conversion of FDEP gate

Figure 6 shows the conversion of the FDEP gate, where 𝜆T denotes the failure rate of rigger-input event T. “000” denotes
the input modules T, A, and B are in normal states. The meaning of the other states is similar to Figure 4.

The conversion of SP gate

Figure 7 shows the conversion of SP gate, where 𝜆s1 , 𝜆s2 , 𝜆s1
, and 𝜆s2

denote the failure rate of standby modules S1, S2, and
the failure rate of standby modules S1, S2 before primary module A fails, respectively. 𝜆s1

= 𝛼𝜆s1 < 𝜆s1 and 𝜆s2
= 𝛼𝜆s2 < 𝜆s2

(0 ≤ 𝛼 ≤ 1) denote that the failure rate of standby modules S1 and S2 before primary module A fails, respectively. 𝜆s1
= 𝜆s1

and 𝜆s2
= 𝜆s2 denote that S1 and S2 are switched powered ones (HSP gate, 𝛼 = 1). For CSP gate, 𝛼 = 0.

4.4 Fuzzy set

Zadeh proposed the fuzzy set theory to deal with the uncertainty in engineering projects.31,32 Suppose that a fuzzy subset
A in a universe of discourse U. For any u∈U, the membership degree is determined by the corresponding real number
𝜇A(u) ∈ [0, 1]. A is the fuzzy subset, and 𝜇A(u) is the membership degree of u to A.

If the fuzzy subset A is convex, A is called the fuzzy variable. There are three commonly used fuzzy variables: Gaussian
fuzzy variables, triangular fuzzy variables, and trapezoidal fuzzy variables. Figure 8 shows the triangular fuzzy variables,
whose membership function is described as follows:

𝜇A(x) =

⎧⎪⎪⎨⎪⎪⎩

x−a
b−a

a ≤ x < b
1 x = b
x−c
b−c

b ≤ x < c
0 otherwise

. (1)
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F I G U R E 8 The membership function of triangular fuzzy variables μ
A
(x)

5 RELIABILITY MODELING OF STATION AUTONOMOUS COMPUTER
SYSTEM

5.1 System reliability modeling based on Markov model and DFT

Suppose that the failure rates and the fault detection probabilities are considered as triangular fuzzy variables,
denoted by 𝜆̃(q1, 𝜆, q2) and c̃(q3, c, q4). The lower and upper bounds of the dispersion region of 𝜆̃ and c̃ are q1,
q2 and q3, q4, respectively. These values can be obtained by fuzziness, experience and statistical data from real
applications.

The DFT model is established based on the failure analysis on the CTC system, and the DFT with n states is converted
by adopting the Markov model. The fuzzy parameters in the converted Markov model are the transition probabilities, and
the fuzzy state transition matrix is as follows:

Ã =
(
𝜆̃i,j

)
=

⎛⎜⎜⎜⎜⎜⎝

𝜆̃1,1 𝜆̃1,2 … 𝜆̃1,n

𝜆̃2,1 𝜆̃2,2 … 𝜆̃2,n

⋮ ⋮ ⋱ ⋮

𝜆̃n,1 𝜆̃n,2 … 𝜆̃n,n

⎞⎟⎟⎟⎟⎟⎠
. (2)

The transition process of the system fuzzy states is shown in Figure 9, where S1 denotes that system is in good con-
dition, Si(i= 2, … , n− 1) denotes an intermediate state that some of the components fail in the system. However, the
system still works normally, and Sn denotes that the system is in a failure state.

The corresponding differential equations in Figure 9 is calculated as

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

p̃′
1(t) = −p̃1(t)

n∑
j=2

𝜆̃1,j

p̃′
i(t) =

i−1∑
j=1

p̃j(t)𝜆̃j,i −
n∑

j=i+1
p̃i(t)𝜆̃i,j 1 < i < n

p̃′
n(t) =

n−1∑
j=1

p̃j(t)𝜆̃j,n

. (3)

F I G U R E 9 The fuzzy state transition diagram of a system
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Take the Laplace transform of Equation (3) with the initial condition p̃1(0) = 1 and p̃i(0) = 0 (i ≠ 1), we have the
following:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

sp̃1(s) − 1 = −p̃1(s)
n∑

i=2
𝜆̃1,i

sp̃i(s) =
i−1∑
j=1

p̃j(s)𝜆̃j,i −
n∑

j=i+1
p̃i(s)𝜆̃i,j 1 < i < n

sp̃n(s) =
n−1∑
j=1

p̃j(s)𝜆̃j,n

. (4)

A function of s named p̃n(s) is obtained by solving the above equations and taking the inverse Laplace transform, the
probability distribution p̃n(t) in terms of time can be obtained.

The upper and lower bounds of the fuzzy variables p̃n(t), which is the fuzzy failure rate of the CTC system, can be
calculated by the failure rates and the fault detection probabilities under different membership degree.

5.2 Reliability modeling of dual computer hot standby autonomous computer system

Suppose that the operation modules A and B in Figure 1 are the primary and standby modules. Through the reliability
analysis of dual computer hot standby system with the failure rate 𝜆 and the fault detection probability c, the system will
appear fail-safe state and hazard output state, and the DFT model of the system is obtained, shown in Figure 10.

In Figure 10, T denotes that system fails, G1 denotes the system fail-safe state, and G2 denotes that the system is
in hazard output state. G3 and G4 denote the fail-safe state of operation modules A and B, respectively. G5 denotes the
hazard output of operation module A, which leads the system’s hazard output. G6 denotes a detected failure in module
A, switches to module B, and the hazard output of module B, leading to the system’s hazard output. X1 and X3 denote
failure in modules A and B, respectively. X2 and X4 denote that modules A and B have been detected, respectively. X5 and
X6 denote that modules A and B have not been detected, respectively.

The meaning of the dynamic gates in Figure 10 is as follows. The HSP gate denotes operation modules A and B are
both in the fail-safe output state, and the system is in the fail-safe output state. There are four PAND gates: 1, 2, 3, and 4
from left to right. The PAND gate 1/2 denotes the fail-safe output when A/B fails and is detected. The PAND gate 3 denotes
a failure in module A, and the system switches to the hazard output state. The PAND gate 4 denotes a detected failure in
module A and switches to module B. However, an undetected failure in module B leads to the hazard output state.

Based on the above analysis, the system reliability is calculated by:

R(t) = 1 − P(T). (5)

F I G U R E 10 The dynamic fault tree of dual
computer hot standby autonomous computer system
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F I G U R E 11 The state transition diagram of dual computer
hot standby autonomous computer system

We can transform the failure rate 𝜆 and the fault detection probability c into triangular fuzzy variables, and con-
duct further reliability analysis of the DFT in Figure 10. The Markov model based on the DFT is shown in Figure 11,
where S1 denotes normal state, S2 denotes a detected failure in only one operation module, and S3 denotes the work-
ing module is in the normal state. In contrast, the standby module exists an undetected failure, and S4 denotes system
failure.

The system’s fuzzy state transition matrix is obtained by synthesizing the state transition diagram and fuzzy parameter
variables and calculated as follows.

Ã =

⎛⎜⎜⎜⎜⎜⎝

−2𝜆̃ 2𝜆̃c̃ 𝜆̃ (1 − c̃) 𝜆̃ (1 − c̃)
0 −𝜆̃ 0 𝜆̃

0 0 −𝜆̃ 𝜆̃

0 0 0 0

⎞⎟⎟⎟⎟⎟⎠
. (6)

The corresponding differential equations of the state transition diagram is calculated as

⎧⎪⎪⎨⎪⎪⎩

p̃′
1(t) = −p̃1(t)2𝜆̃

p̃′
2(t) = 2p̃1(t)𝜆̃c̃ − p̃2(t)𝜆̃

p̃′
3(t) = p̃1(t)𝜆̃(1 − c̃) − p̃3(t)𝜆̃

p̃′
4(t) = p̃1(t)𝜆̃(1 − c̃) + p̃2(t)𝜆̃ + p̃3(t)𝜆̃

. (7)

Take the Laplace transform of Equation (7) with the initial condition p̃1(0) = 1 and p̃i(0) = 0 (i ≠ 1), we have the
following:

⎧⎪⎪⎨⎪⎪⎩

sp̃1(s) − 1 = −p̃1(s)2𝜆̃
sp̃2(s) = 2p̃1(s)𝜆c̃ − p̃2(s)𝜆̃
sp̃3(s) = p̃1(s)𝜆̃(1 − c̃) − p̃3(s)𝜆̃
sp̃4(s) = p̃1(s)𝜆̃(1 − c̃) + p̃2(s)𝜆̃ + p̃3(s)𝜆̃

. (8)

A function of s named p̃4(s) is obtained by solving the above equation, that is,

p̃4(s) =
𝜆̃(1 − c̃)(s + 𝜆̃) + 2c̃𝜆̃2 + 𝜆̃

2(1 − c̃)
s(s + 2𝜆̃)(s + 𝜆̃))

. (9)

Taking the inverse Laplace transform, the probability of S4 is calculated as follows.

P̃4(t) = ce−2𝜆̃t − (1 + c)e−𝜆̃t + 1. (10)

It is a function with respect to time t, which in fact is also the fuzzy failure probability function of
the system.
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5.3 Reliability modeling of double 2-vote-2 autonomous computer system

Suppose that the subsystems A and B in Figure 2 are the primary and standby modules. Through the reliability analysis
of the double 2-vote-2 system with the failure rate 𝜆 and the fault detection probability c. The system will appear fail-safe
state and hazard output state, and the DFT model of the system is obtained, shown in Figure 12.

In Figure 12, T denotes that system fails, G1 and G2 denote the fail-safe state of subsystem A and B, respectively. G3
and G5 denote detected failures in the operation modules, which leads to the output of fail-safe state, respectively. G4 and
G6 denote the comparators A and B detects the inconsistency between the results of the two operation modules, and the
corresponding subsystem fails and is removed, respectively. X1, X2, X5, and X6 denote the detected failure in operation
modules A1, A2, B1, and B2, respectively. X3, X4, X7, and X8 denote the undetected failure in operation modules A1, A2,
B1, and B2, respectively.

The meaning of the dynamic gates in Figure 12 is as follows. The HSP gate denotes A and B are both in a fail-safe
output state, and the system is in a fail-safe output state. The system reliability is also calculated by Equation (5).

We can transform the failure rate 𝜆 and the fault detection probability c into triangular fuzzy variables, and conduct
further reliability analysis of the DFT in Figure 12. The Markov model based on the DFT is shown in Figure 13, where
S1 denotes a normal state in the four operation modules, S2 denotes a detectable failure in one operation module of
a subsystem, S3 denotes an undetectable failure in one operation module of a subsystem, S4 denotes that both of the
operation modules fail in a subsystem, and S5 denotes system failure where both subsystems fail.

The fuzzy state transition matrix of the system is obtained by synthesizing the state transition diagram and fuzzy
parameter variables, and is calculated as follows.

Ã =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

−4𝜆̃ 4𝜆̃c̃ 4𝜆̃ (1 − c̃) 0 0
0 −3𝜆̃ 0 𝜆̃ 2𝜆̃
0 0 −2𝜆̃ 0 2𝜆̃
0 0 0 −2𝜆̃ 2𝜆̃
0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎠

. (11)

F I G U R E 12 The dynamic fault tree of double
2-vote-2 autonomous computer system

F I G U R E 13 The state transition diagram of double 2-vote-2
autonomous computer system
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The corresponding differential equations of the state transition diagram is calculated as

⎧⎪⎪⎪⎨⎪⎪⎪⎩

p̃′
1(t) = −p̃1(t)4𝜆̃

p̃′
2(t) = 4p̃1(t)𝜆̃c̃ − 3p̃2(t)𝜆̃

p̃′
3(t) = 4p̃1(t)𝜆̃(1 − c̃) − 2p̃3(t)𝜆̃

p̃′
4(t) = p̃2(t)𝜆̃ − 2p̃4(t)𝜆̃

p̃′
5(t) = 2p̃2(t)𝜆̃ + 2p̃3(t)𝜆̃ + 2p̃4(t)𝜆̃

. (12)

Take the Laplace transform of Equation (12) with the initial condition p̃1(0) = 1 and p̃i(0) = 0 (i ≠ 1), we have the
following:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

sp̃1(s) − 1 = −p̃1(s)4𝜆̃
sp̃2(s) = 4p̃1(s)𝜆̃c̃ − 3p̃2(s)𝜆̃
sp̃3(s) = 4p̃1(s)𝜆̃(1 − c̃) − 2p̃3(s)𝜆̃
sp̃4(s) = p̃2(s)𝜆̃ − 2p̃4(s)𝜆̃
sp̃5(s) = 2p̃2(s)𝜆̃ + 2p̃3(s)𝜆̃ + 2p̃4(s)𝜆̃

. (13)

A function of s named p̃5(s) is obtained by solving the above equation, that is,

p̃5(s) =
8𝜆̃2c̃(s + 2𝜆̃) + 8c̃𝜆3 + 8𝜆̃2(1 − c̃)(s + 3𝜆̃)

s(s + 3𝜆̃)(s + 2𝜆̃)(s + 4𝜆̃)
. (14)

Taking the inverse Laplace transform, the probability of S5 is calculated as follows.

P̃5 (t) = 1 − 2e−2𝜆̃t + e−4𝜆̃t. (15)

6 CASE STUDIES

In this section, the case studies of fuzzy DFT on the station autonomous computer system are given. Suppose that the
failure rate and the fault detection probability of an operation module are both triangular fuzzy variables. We set six
instances shown in Table 1 with different fuzzy failure rates and fuzzy fault detection probability.

The fuzzy reliability of the station autonomous computer system on different cases is shown in Figure 14. Due to the
difference in fuzzy failure rate with different cases, we set the time interval for cases 1, 3, 5 as [0,7000], and for cases 2,
4, 6 as [0,70000]. The curves of the probability for the dual computer hot standby system and the double 2-vote-2 system
are computed based on Equations (5), (10), and (15). The lower and upper bound of the system reliability is computed
according to the lower and upper bound of the fuzzy failure rates and the fuzzy fault detection probabilities.

We find that among all the cases, the dual computer hot standby system’s reliability is higher than that of the double
2-vote-2 system. It may be affected by the number of the operation modules used in the systems, since there are more

T A B L E 1 Fuzzy failure rate and
fault detection probability of the
operation module in different cases

Instance Fuzzy failure rate 𝝀 × 10−2∕h Fuzzy fault detection probability c

Case 1 (0.09, 0.1, 0.11) (0.89, 0.9, 0.91)

Case 2 (0.009, 0.01, 0.011) (0.89, 0.9, 0.91)

Case 3 (0.09, 0.1, 0.11) (0.69, 0.7, 0.71)

Case 4 (0.009, 0.01, 0.011) (0.69, 0.7, 0.71)

Case 5 (0.09, 0.1, 0.11) (0.49, 0.5, 0.51)

Case 6 (0.009, 0.01, 0.011) (0.49, 0.5, 0.51)
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operation modules in the double 2-vote-2 system. Besides, we find that among cases with the same fuzzy failure rate 𝜆

(e.g., cases 1, 3, and 5 or cases 2, 4, and 6), the dual computer hot standby system’s reliability increases with the fault
detection probability c. However, the double 2-vote-2 system’s reliability is not affected by the fault detection probability. It
can be confirmed by Equation (15), where the fault detection probability is not related. Meanwhile, the system reliability
increases when the fuzzy failure rate decreases (e.g., between cases 1 and 2, or cases 3 and 4, or cases 5 and 6).

7 CONCLUSION

To deal with the dynamic and fuzzy issue in the reliability analysis of the station autonomous computer system, a reliabil-
ity analysis method is proposed based on fuzzy DFT and Markov model. First, two autonomous computer systems based
on DFT are formulated. Then, the failure rates and the fault detection probabilities are transformed to triangular fuzzy
variables. The fuzzy state transition matrix of the system is obtained by the Markov model. Finally, the fuzzy reliability of
the system with given time is calculated by Laplace transform. Case studies show that the dual computer hot standby sys-
tem’s reliability is higher than that of the double 2-vote-2 system. Meanwhile, the hardware system’s reliability is related
to the structure of the system and affected by the uncertain failure rate, fault detection probabilities, and so on.

In the future, we will consider the stochastic computation models of the failure rates and the fault detection
probabilities.
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